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SVHN:	House	Numbers	from	photos
Taken	from	Google	Street	view	images

Netzer,	Y.,	Wang,	T.,	Coates,	A.,	Bissacco,	A.,	Wu,	B.,	and	Ng,	A.	Y.	(2011).	Reading	digits	in	natural	
images	with	unsupervised	feature	learning.	Deep	Learning	and	Unsupervised	Feature	Learning	
Workshop,	NIPS.

• Manual	bounding	
boxes	by	AMT	
workers

• Becoming	a	new	
standard	
benchmark	
problem,	following	
MNIST

• 200k	images,	
about	600k	digits

• Varying	resolution

human beings. For instance, the MNIST digit dataset [4] has been thoroughly addressed, with essen-
tially off-the-shelf algorithms approaching perfect performance [5]. With rapid advances in mobile
phone cameras and computation capabilities, however, the more difficult problem of recognizing
and understanding scene text is receiving increased attention. In these scenarios, it is clear that
specialized models might work better than generic object recognition systems, yet the application
is sufficiently new that far less effort has gone into developing successful solutions. Indeed, only
recently have end-to-end systems become a target of focused research [6, 7].

Figure 1: We consider the
problem of reading digits from
house numbers found on street
level images.

In this paper, we will focus on a restricted instance of the scene
text problem: reading digits from house-number signs in street
level images. As we will show later, traditional vision features
are ill-suited to this task. Such features attempt to encode prior
knowledge about image structure that tends to be rather brittle,
and is often specialized to a specific application, or even a specific
dataset. The development of such features is typically a very large
part of the expense and difficulty in building successful machine
learning systems. In the last few years, however, feature learn-
ing algorithms have enjoyed a string of successes in fields such as
visual recognition [8], audio recognition [9, 10] and video action
recognition [11]. For our application we will use two different fea-
ture learning schemes applied to a large corpus of digit data and
compare them to hand-crafted representations.

In addition to our experimental results that will show the promise
of feature learning methods applied to these new types of vision
problems, we will introduce a new benchmark dataset for use by
researchers. As mentioned above, the venerable MNIST dataset
has been a valuable goal post for researchers seeking to build better learning systems whose bench-
mark performance could be expected to translate into improved performance on realistic appli-
cations. However, computers have now reached essentially human levels of performance on this
problem—a testament to progress in machine learning and computer vision. The Street View House
Numbers (SVHN) digit database that we provide can be seen as similar in flavor to MNIST (e.g., the
images are of small cropped characters), but the SVHN dataset incorporates an order of magnitude
more labeled data and comes from a significantly harder, unsolved, real world problem. Here the
gap between human performance and state of the art feature representations is significant. Going
forward, we expect that this dataset may fulfill a similar role for modern feature learning algorithms:
it provides a new and difficult benchmark where increased performance can be expected to translate
into tangible gains on a realistic application.

To begin, we will explain, at a high level, the goals of our system and introduce the SVHN dataset
in Section 2. We will then describe the models, both hand-designed and learning-based, that we
have used as first efforts on this dataset in Section 3, and compare their performance to human per-
formance in our experiments in Section 4 and Section 5. Finally, we will conclude with a brief
description and experimental evaluation of a full end-to-end application that uses our models in Sec-
tion 6. In total, we will show not only that learned representations are better benchmark performers
in our novel, hard benchmark, but also that these improvements translate to better end-to-end system
performance.

2 The Street View House Numbers (SVHN) Dataset

Our main goal is to detect and read house-number signs in Street View images. The entire end-to-
end system (described later) includes two main stages: (i) a detection stage that locates individual
house numbers in a large image, and (ii) a recognition stage that performs a search over possible
character locations in the detected house number, classifying each candidate frame as one of ten
digits (0 through 9). The detection stage is similar to the one presented in [12]. Our recognition
stage, detailed in Section 6.2, uses a typical image recognition pipeline for each of the candidate
digit locations: given a single candidate frame from the detector, the recognition system extracts
a set of features and then applies a one-versus-all classifier to make a decision about the character
class.
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Processing	pipeline

1. Extract	images	
from	bounding	
boxes	for	each	
digit

2. Normalise	colours

3. Flatten	to	
greyscale

4. Filter	out	instances	
with	low	contrast

5. Resize	to	64x64	
dimensionsFigure 2: Histogram of SVHN characters height in the origi-

nal image. Resolution variation is large. (Median: 28 pixels.
Max: 403 pixels. Min: 9 pixels.)

Figure 3: Samples from SVHN dataset.
Notice the large variation in font, color,
light conditions etc. Blue bounding
boxes refer to AMT worker marked
bounding boxes of the different charac-
ters.

3 Models

We have evaluated various feature representations and classification models on the SVHN datasets.
A main thrust of our investigation has been to determine how features generated by feature learning
systems compare to hand-constructed feature representations that are commonly used in other com-
puter vision systems. In this section we will briefly overview the models used for our experimental
comparisons though we often omit details and refer the reader to prior work.

Each of our models is applied in the same way. Given an input image (32-by-32 pixels, grayscale)
we extract features using one of the feature extractors described below to yield a fixed-length feature
vector. We then train a linear SVM classifier from the labeled training data using these features as
input, and test the classifier on the test set.

3.1 Feature Representations

3.1.1 Hand crafted features

We have tested several hand crafted feature representations on the SVHN dataset: two versions of the
widely-used Histograms-of-Oriented-Gradients (HOG) features [15], and an off-the-shelf cocktail
of binary image features based on [16].

These features have been popular in traditional OCR systems and thus are natural baseline candi-
dates for our more challenging recognition task. In order to make use of them, we must binarize
the grayscale input images. For this purpose we have used the Sauvola binarization method [17]
although experiments with various other binarization algorithms (as well as combining multiple
binarization algorithms) resulted in similar accuracies.

3.1.2 Learned features

The hand-crafted features described above represent common choices that one might make when
attempting to solve the digit classification problem using standard machine learning procedures.
Unfortunately, these features both come from application domains with somewhat different desider-
ata, and thus we would like to find features that are more specialized to our application without
engineering them by hand. In this work, we explore the use of several existing unsupervised feature
learning algorithms that learn these features from the data itself. Each of these methods involves an
unsupervised training stage where the algorithm learns a parametrized feature representation from
the training data. The result of this training stage is a learned feature mapping that takes in an in-
put image and outputs a fixed-length feature vector to be used for supervised training in the same
supervised training and testing pipeline as used for hand-crafted features.

We have experimented with two different feature learning algorithms that may be regarded as fairly
standard “off the shelf” tools: (i) stacked sparse auto-encoders and (ii) the K-means-based system
of [18].

4

Official	dataset:	SOTA	~90%,	human	98%



Statistical	Machine	Learning	(S2	2017) Deck	25

Kaggle rankings
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• Often	large	change	in	
ranking	vs	public	
leaderboard
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Don’t	panic	J
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Exam	tips
• Don’t	panic!

• Attempt	all	questions
* Do	your	best	guess	whenever	you	don’t	know	the	answer

• Finish	easy	questions	first	(do	q’s	in	any	order)

• Start	questions	on	a	new	page	(not	sub-questions)

• If	you	can’t	answer	part	of	the	question,	skip	over	
this	and	do	the	rest	of	the	question
* you	can	still	get	marks	for	later	parts	of	the	question
* we	don’t	multiply	penalise for	carrying	errors	forward

• Answers	in	point	form	are	fine
8
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What’s	non-examinable?

• Green	slides

• This	deck	(well,	it’s	just	a	review)

• Something	that	was	in	workshops	but	not	in	lectures

• Note	that	material	covered	in	the	reading	is	fair-
game
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Changes	from	last	year

• Last	year’s	exam	questions	are	representative	of	
what	you	will	get	at	the	exam
* Make	sure	you	understand	the	solutions!	

• Dropped	topics	in	2017
* active	learning
* semi-supervised	learning

• New	topics	in	2017
* independence	semantics	in	PGMs,	HMM	details
* deeper	coverage	of kernels	&	basis	functions,	
optimisation,	regularisation
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Exam	format

• Four	parts	A,	B,	C,	D;	worth	13,	17,	10,	10	marks

• Total	of	50	marks,	split	into	11	questions

• 180	minutes	(3	hours),	so	3.6	min	/	mark

• A	=	short	answer	(1-2	sentences,	based	on	#marks)

• B	=	method	questions

• C	=	numeric	/	algebraic	questions

• D	=	design	&	application	scenarios
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Sample	A	questions	(each	1-2	marks)
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COMP90051 Statistical Machine Learning
Practice Final Exam

Semester 2, 2017

Total marks: 50 in real exam, 25 in practice exam

Students must attempt all questions

Section A: Short Answer Questions [6 marks]

Answer each of the questions in this section as briefly as possible. Expect to answer each sub-question in
a couple of lines.

Question 1: General Machine Learning [6 marks]

1. In words or a mathematical expression, what quantity is minimised by linear regression? [1 mark]

2. In words or a mathematical expression, what is the marginal likelihood for a Bayesian probabilistic
model? [1 mark]

3. Name a similarity and a di↵erence between Isomap and spectral clustering algorithms. [1 mark]

4. In words, what does Pr(A,B | C) = Pr(A | C) Pr(B | C) say about the dependence of A,B,C?
[1 mark]

5. In words or a mathematical expression, what is the chain rule of probability? [1 mark]

6. What are the free parameters of a Gaussian mixture model? [1 mark]
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Total marks: 50 in real exam, 25 in practice exam

Students must attempt all questions

Section A: Short Answer Questions [6 marks]

Answer each of the questions in this section as briefly as possible. Expect to answer each sub-question in
a couple of lines.

Question 1: General Machine Learning [6 marks]

1. In words or a mathematical expression, what quantity is minimised by linear regression? [1 mark]

Acceptable: The residual sum of errors
Acceptable: The mean-squared error
Acceptable:

Pn
i=1(yi � ŷi)2 (terms are true and estimated labels) or this times a constant

2. In words or a mathematical expression, what is the marginal likelihood for a Bayesian probabilistic
model? [1 mark]

Acceptable: the joint likelihood of the data and prior, after marginalising out the model parameters
Acceptable: p(x) =

R
p(x|✓)p(✓)d✓ where x is the data, ✓ the model parameter(s), and p(x|✓) the

likelihood and p(✓) the prior
Acceptable: the expected likelihood of the data, under the prior

3. Name a similarity and a di↵erence between Isomap and spectral clustering algorithms. [1 mark]

Acceptable: Similarity: both use a non-linear data mapping/dimensionality reduction; di↵erence: Isomap
does not include clustering as a part of the algorithm
Acceptable: Similarity: both start with constructing a similarity graph; di↵erence: Isomap uses a matrix
of pairwise dissimilarities (geodesic distances), while spectral clustering uses a matrix of similarities

4. In words, what does Pr(A,B | C) = Pr(A | C) Pr(B | C) say about the dependence of A,B,C?
[1 mark]

A and B are conditionally independent given C.

5. In words or a mathematical expression, what is the chain rule of probability? [1 mark]

Acceptable: Pr(X1, . . . , Xk) =
Qk

i=1 Pr(Xi | Xi+1, . . . , Xk)
Acceptable: For any joint likelihood, and ordering on the random variables, expansion of joint as product
of conditionals of each random given variables coming after (alternatively: before) in ordering.

6. What are the free parameters of a Gaussian mixture model? [1 mark]

For a Gaussian mixture with k components the parameters are probabilities for (k � 1) components, a
mean vectors for each of the k components, and a symmetric positive-definite covariance matrix for each
of the k components.
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Sample	B	question	(each	3-6	marks)
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Section B: Method Questions [4 marks]

In this section you are asked to demonstrate your conceptual understanding of a subset of the methods
that we have studied in this subject.

Question 2: Ensemble Methods [2 marks]

Please write the following in your script book, and there connect each dot on the left with one dot on the
right, to create the best possible correspondence

Stacking � � Weighted-voting over weak classifiers [0.5 marks]
Boosting � � Trees with reduced feature sets [0.5 marks]
Bagging � � Bootstrap aggregation [0.5 marks]

Random forests � � Meta-classifier over base classifiers [0.5 marks]

Question 3: Kernel methods [2 marks]

1. Consider a 2-dimensional dataset , where each point is represented by two features and the label
(x1, x2, y). The features are binary, the label is the result of XOR function, and so the data consists
of four points (0, 0, 0), (0, 1, 1), (1, 0, 1) and (1, 1, 0). Design a feature space transformation that
would make the data linearly separable. [1 mark]

2. Intuitively what does the Representer Theorem say? [1 mark]
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Section B: Method Questions [4 marks]

In this section you are asked to demonstrate your conceptual understanding of a subset of the methods
that we have studied in this subject.

Question 2: Ensemble Methods [2 marks]

Please write the following in your script book, and there connect each dot on the left with one dot on the
right, to create the best possible correspondence

Stacking � � Weighted-voting over weak classifiers [0.5 marks]
Boosting � � Trees with reduced feature sets [0.5 marks]
Bagging � � Bootstrap aggregation [0.5 marks]

Random forests � � Meta-classifier over base classifiers [0.5 marks]

Stacking $ Meta-classifier over base classifiers
Boosting $ Weighted-voting over weak classifiers
Bagging $ Boostrap aggregation
Random forests $ Trees with reduced feature sets

Question 3: Kernel methods [2 marks]

1. Consider a 2-dimensional dataset , where each point is represented by two features and the label
(x1, x2, y). The features are binary, the label is the result of XOR function, and so the data consists
of four points (0, 0, 0), (0, 1, 1), (1, 0, 1) and (1, 1, 0). Design a feature space transformation that
would make the data linearly separable. [1 mark]

Acceptable: new feature space (x3), where x3 = (x1 � x2)2

2. Intuitively what does the Representer Theorem say? [1 mark]

Acceptable: a large class of linear models can be formulated such that both training and making predic-
tions require data only in a form of a dot product
Acceptable: The solution to the SVM (the weight vector) lies in the span of the data.
Acceptable: w? =

Pn
i=1 ↵iyixi or something similar.
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Sample	C	question	(each	2-3	marks)
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Section C: Numeric Questions [8 marks]

In this section you are asked to demonstrate your understanding of a subset of the methods that we have
studied in this subject, in being able to perform numeric calculations.

NOTE: in the real exam, the questions from this section will be a bit harder/longer

Question 4: Kernel Methods [2 marks]

Consider the data shown below with hard-margin linear SVM decision boundary shown between the
classes. The right half is classified as red squares and the left half is classified as blue circles. Answer the
following questions and explain your answers.

1. Which points (by index 1–6) would be the support vectors of the SVM ? [1 mark]

2. What is the value of the hard margin SVM loss l1 for point 3? [1 mark]

Question 5: Statistical Inference [3 marks]

Consider the following directed PGM

where each random variable is Boolean-valued (True or False).

1. Write the format (with empty values) of the conditional probability tables for this graph. [1 mark]

2. Suppose we observe n sets of values of A,B,C (complete observations). The maximum-likelihood
principle is a popular approach to training a model such as above. What does it say to do? [1 mark]

3. Suppose we observe 5 training examples: for (A,B,C) — (F, F, F ); (F, F, T ); (F, T, F ); (T, F, T ); (T, T ;T ).
Determine maximum-likelihood estimates for your tables. [1 mark]
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1. CPTs	[1	mark]

2. MLE	[1	mark]

3. Show	MLE	[1	mark]
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?

------------

------------

Pr(B=True)

------------

?

------------

------------------

A B Pr(C=True|A,B)

------------------

T T ?

T F ?

F T ?

F F ?

------------------

2. Suppose we observe n sets of values of A,B,C (complete observations). The maximum-likelihood
principle is a popular approach to training a model such as above. What does it say to do? [1 mark]

Acceptable: It says to choose values in the tables that maximise the likelihood of the data.
Acceptable: argmaxtables

Qn
i=1 Pr(A = ai) Pr(B = bi) Pr(C = ci | A = ai, B = bi)

3. Suppose we observe 5 training examples: for (A,B,C) — (F, F, F ); (F, F, T ); (F, T, F ); (T, F, T ); (T, T ;T ).
Determine maximum-likelihood estimates for your tables. [1 mark]

The MLE decouples when we have fully-observed data, and for discrete data as in this case — where
the variables are all Boolean — we just count.
The Pr(A = True) is 2/5 since we observe A as true out of five observations. Similarly for B we have
the probability of True being 2/5. Finally for each configuration TT, TF, FT, FF of AB we can count
the times we see C as True as a fraction of total times we observe the configuration. So we get for these
probability of C = True as 1.0, 1.0, 0.0, 0.5 respectively.
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Section C: Numeric Questions [8 marks]

In this section you are asked to demonstrate your understanding of a subset of the methods that we have
studied in this subject, in being able to perform numeric calculations.

NOTE: in the real exam, the questions from this section will be a bit harder/longer

Question 4: Kernel Methods [2 marks]

Consider the data shown below with hard-margin linear SVM decision boundary shown between the
classes. The right half is classified as red squares and the left half is classified as blue circles. Answer the
following questions and explain your answers.

1. Which points (by index 1–6) would be the support vectors of the SVM ? [1 mark]

Points 1, 2, 4 would all be support vectors as they all lie on the margin.

2. What is the value of the hard margin SVM loss l1 for point 3? [1 mark]

zero, since the point is on the right side of the boundary and is outside the margin.

Question 5: Statistical Inference [3 marks]

Consider the following directed PGM

where each random variable is Boolean-valued (True or False).

1. Write the format (with empty values) of the conditional probability tables for this graph. [1 mark]

------------

Pr(A=True)

------------
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Qn
i=1 Pr(A = ai) Pr(B = bi) Pr(C = ci | A = ai, B = bi)

3. Suppose we observe 5 training examples: for (A,B,C) — (F, F, F ); (F, F, T ); (F, T, F ); (T, F, T ); (T, T ;T ).
Determine maximum-likelihood estimates for your tables. [1 mark]

The MLE decouples when we have fully-observed data, and for discrete data as in this case — where
the variables are all Boolean — we just count.
The Pr(A = True) is 2/5 since we observe A as true out of five observations. Similarly for B we have
the probability of True being 2/5. Finally for each configuration TT, TF, FT, FF of AB we can count
the times we see C as True as a fraction of total times we observe the configuration. So we get for these
probability of C = True as 1.0, 1.0, 0.0, 0.5 respectively.
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A	Deeper	Insight

A	selection	of	additional	topics	
with	the	aim	to	provide	a	deeper	
insight	into	main	lectures	content

16
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Networks	in	real	life:	the	Internet

17Image:	OPTE	Project	Map	(CC2)
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Networks	in	real	life:	gene	regulatory	network

18

Fragment	of	the	network	
model	by	Hamid	Bolouri

and	Eric	Davidson
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Networks	in	real	life:	transport	map

19
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• Analysis	of	large	scale	real	world	networks	has	
recently	attracted	considerable	attention	from	
research	and	engineering	communities

• Networks/graphs	is	a	list	of	pairwise	relations	(edges)	
between	a	set	of	objects	(vertices)

• Example	problems	/	types	of	analysis
* Link	prediction
* Identifying	frequent	subgraphs
* Identifying	influential	vertices
* Community	finding

20

Network	analysis	(1/4)
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• Community	is	a	group	of	vertices	
that	interact	more	frequently	
within	its	own	group	than	to	
those	outside	the	group
* Families
* Friend	circles
* Websites	(communities	of	

webpages)
* Groups	of	proteins	that	maintain	a	

specific	function	in	a	cell

• This	is	essentially	a	definition	of	
a	cluster in	unsupervised	
learning

21Image:	Girvan	and	Newman,	Community	structure	in	social	and	biological	networks,	PNAS,	2002

Network	analysis	(2/4)
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• Why	community	detection?
* Understanding	the	system	behind	the	network	(e.g.,	
structure	of	society)

* Identifying	roles	of	vertices	(e.g.,	hubs,	mediators)
* Summary graphs	(vertices	– communities,	edges	–
connections	between	communities)

* Facilitate	distributed	computing	(e.g.,	place	data	from	the	
same	community	to	the	same	server	or	core)

• There	are	many	community	detection	algorithms,	
let’s	have	a	look	at	only	one	of	the	ideas

22

Network	analysis	(3/4)
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• Communities	are	
connected	by	a	few	
connections,	which	tends	
to	form	bridges

• Cut	the	bridges	to	obtain	
communities

• One	of	the	algorithms	is	
called	normalised	cuts	
which	is	equivalent	to	
spectral	clustering

23Image:	Girvan	and	Newman,	Community	structure	in	social	and	biological	networks,	PNAS,	2002

Santa	Fe	institute	
collaboration	network.	
Different	vertex	shapes	
correspond	to	primary	
divisions	of	the	institute

Network	analysis	(4/4)
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Reflections	on	the	Subject

24
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Supervised	learning

• Essentially	a	task	of	function	approximation

• A	function	can	be	defined
* Theoretically,	by	listing	the	mapping
* Algorithmically
* Analytically

• Every	equation	is	an	algorithm,	but	not	every	
algorithm	is	an	equation

25
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Supervised	learning

• Simple	and	more	interpretable	methods	(e.g.,	linear	
regression)	vs	more	complicated	“black	box”	models	
(e.g.,	random	forest)

• Apparent	dichotomy:	prediction	quality	vs	
interpretability

• However,	some	complex	models	are	interpretable
* Convolutional	Neural	Networks
* In	any	“black	box”	model,	one	can	study	effects	of	
removing	features	to	get	insights	what	is	a	useful	feature

26
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What	is	Machine	Learning?

• Machine	learning
* “a	set	of	methods	that	can	automatically	detect	patterns	in	data,	and	

then	use	the	uncovered	patterns	to	predict	future	data,	or	to	perform	
other	kinds	of	decision	making	under	uncertainty	(such	as	planning	
how	to	collect	more	data!)”	(Murphy)

• Data	mining

• Pattern	recognition

• Statistics

• Data	science

• Artificial	intelligence

27
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I’ll	first	stay	here,	then	move	
to	the	office	hour	room

28
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Thank	you	and	good	luck!
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