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Overview

• Phrase based SMT
* Scoring formula
* Decoding algorithm

• Neural network approach ‘encoder-decoder’
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Word- and Phrase-based MT

• Seen word based models of translation
* often used for alignment, but not actual translation
* overly simplistic formulation

• Phrase based MT
* treats n-grams as translation units, referred to as ‘phrases’ 

(not linguistic phrases, just adjacent words)146 Chapter 5. Phrase-Based Models

Figure 5.1: Phrase-based machine translation. The input is segmented into
phrases (not necessarily linguistically motivated), translated one-to-one into phrases
in English and possibly reordered.

by five phrase pairs. The English phrases have to be reordered, so that the
verb follows the subject.

The German word natuerlich best translates into of course. To cap-
ture this, we would like to have a translation table that maps not words
but phrases. A phrase translation table of English translations for the
German natuerlich may look like the following:

Translation Probability p(e|f)
of course 0.5
naturally 0.3
of course , 0.15
, of course , 0.05

It is important to point out that current phrase-based models are not
rooted in any deep linguistic notion of the concept phrase. One of the
phrases in Figure 5.1 is fun with the. This is an unusual grouping. Most
syntactic theories would segment the sentence into the noun phrase fun and
the prepositional phrase with the game.

However, learning the translation of spass am into fun with the is very
useful. German and English prepositions do not match very well. But the
context provides useful clues how they have to be translated. The German
am has many possible translations in English. Translating it as with the is
rather unusual (more common is on the or at the), but in the context of
following spass it is the dominant translation.

Let’s recap: We have illustrated two benefits of translations based on
phrases instead of words: For one, words may not be the best atomic units
for translation, due to frequent one-to-many mappings (and vice versa).
Secondly, translating word groups instead of single words helps to resolve

Fig from Koehn09
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Why phrases not words?

• Phrase-pairs memorise:
* common translation fragments (have access to local 

context in choosing lexical translation)
* common reordering patterns (making up for naïve models 

of reordering)

did not slap 

no dio una bofetada
did not slap 

no dio una bofetada

the green witch 

la bruja verde

the green witch 

la bruja verde
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Figure 5.6 Extracted phrase
pairs from the word alignment
in Figure 5.3: For some English
phrases, multiple mappings
are extracted (e.g., that
translates to dass with and
without preceding comma);
for some English phrases, no
mappings can be found (e.g.,
the or he will).

house

the

in

stay

will

he

that

assumes

michael

m
ic

ha
el

ge
ht

da
vo

n

au
s

da
ss

er im ha
us

bl
ei

bt

,

michael – michael
michael assumes – michael geht davon aus ; michael geht davon aus ,
michael assumes that – michael geht davon aus , dass
michael assumes that he – michael geht davon aus , dass er
michael assumes that he will stay in the house

– michael geht davon aus , dass er im haus bleibt
assumes – geht davon aus ; geht davon aus ,
assumes that – geht davon aus , dass
assumes that he – geht davon aus , dass er
assumes that he will stay in the house

– geht davon aus , dass er im haus bleibt
that – dass ; , dass
that he – dass er ; , dass er
that he will stay in the house

– dass er im haus bleibt ; , dass er im haus bleibt
he – er
he will stay in the house – er im haus bleibt
will stay – bleibt
will stay in the house – im haus bleibt
in the – im

in the house – im haus
house – haus

This also happens when the English words align with German
words that enclose other German words that align back to English words
that are not in the original phrase. See the example of he will stay, which
aligns to er ... bleibt, words that enclose im haus, which aligns back to
in the house. Here, it is not possible to match he will stay to any German
phrase, since the only matching German phrase has a gap.

Finding & scoring phrase pairs

• “Extract” phrase pairs as 
contiguous chunks in word 
aligned text; then
* compute counts over the 

whole corpus
* normalise counts to produce 

‘probabilities’

Fig from Koehn09, Ch 5

�(im haus bleibt|will stay in the house)

=
c(will stay in the house; im haus bleibt)

c(will stay in the house)
<latexit sha1_base64="weWAXRu4PDpXEbU7obwwGGX+HY4=">AAAClXichVFdS9xAFJ2kH9r0a7UPffDl0qWy+7IkVlBoBVul9K0KXRU2yzKZvTGDk0mYuakuafqL+mt88984+1Fo11IvDBzOuefemTNJqaSlMLzx/AcPHz1eWX0SPH32/MXL1tr6iS0qI7AvClWYs4RbVFJjnyQpPCsN8jxReJpcHEz10+9orCz0N5qUOMz5uZapFJwcNWr9istMdmLCK6plDhmvLDivTKjZhB8Ac+VSKgWW+ASkBsoQsqKy2EAX4jjY3IM4NVzUIDr/a3//s/k9b2lTF5rgPnfTbYJRqx32wlnBXRAtQJst6mjUuo7Hhahy1CQUt3YQhSUNa25ICoVNELvBJRcX/BwHDmqeox3Ws1QbeOuYMaSFcUcTzNg/HTXPrZ3kievMOWV2WZuS/9IGFaW7w1rqsiLUYr4orRRQAdMvgrE0KEhNHODCSHdXEBl3CZP7yGkI0fKT74KTrV70rrd1vN3e/7CIY5VtsDeswyK2w/bZF3bE+kx4696u99H75L/29/xD//O81fcWnlfsr/K/3gLcZ8gq</latexit>
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Phrase extraction 

134 Phrase-Based Models

Figure 5.6 Extracted phrase
pairs from the word alignment
in Figure 5.3: For some English
phrases, multiple mappings
are extracted (e.g., that
translates to dass with and
without preceding comma);
for some English phrases, no
mappings can be found (e.g.,
the or he will).
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that – dass ; , dass
that he – dass er ; , dass er
that he will stay in the house

– dass er im haus bleibt ; , dass er im haus bleibt
he – er
he will stay in the house – er im haus bleibt
will stay – bleibt
will stay in the house – im haus bleibt
in the – im

in the house – im haus
house – haus

This also happens when the English words align with German
words that enclose other German words that align back to English words
that are not in the original phrase. See the example of he will stay, which
aligns to er ... bleibt, words that enclose im haus, which aligns back to
in the house. Here, it is not possible to match he will stay to any German
phrase, since the only matching German phrase has a gap.
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pairs from the word alignment
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translates to dass with and
without preceding comma);
for some English phrases, no
mappings can be found (e.g.,
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in the house – im haus
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This also happens when the English words align with German
words that enclose other German words that align back to English words
that are not in the original phrase. See the example of he will stay, which
aligns to er ... bleibt, words that enclose im haus, which aligns back to
in the house. Here, it is not possible to match he will stay to any German
phrase, since the only matching German phrase has a gap.

Fig from Koehn09, Ch 5
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Decoding

A describes the segmentation of F into phrases, and the re-
ordering of their translations to produce E

• The score function is a product of the
* translation “probability”, P(F|E), split into phrase-pairs
* language model probability, P(E), over full sentence E
* distortion model score, d(starti, endi-1), measuring amount 

of reordering (minimised) between adjacent phrase-pairs

• Search problem
* find translation E* with the best overall score

E⇤, A⇤ = argmaxE,A score(E,A, F )
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he

er geht ja nicht nach hause
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does

to
following
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not to

,

not
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are not
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Search problem

• Cover all source words exactly once; visited in any order; and with 
any segmentation into “phrases”

• Choose a translation from phrase-table options

Leads to millions of possible translations…
Figure from Koehn, 2009
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Dynamic Programming Solution

• Akin to Viterbi algorithm
* factor out repeated computation 

(like Viterbi for HMMs, “chart” used in parsing)
* efficiently solve the maximisation problem

• Aim is to translate every word of the input once
* searching over every segmentation into phrases;
* the translations of each phrase; and
* all possible ordering of the phrases
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Phrase-based Decoding

er geht ja nicht nach hause

Start with empty state

Figure from Koehn, 2009
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Phrase-based Decoding

er geht ja nicht nach hause

are

Expand by choosing 
input span and 
generating translation

Figure from Koehn, 2009
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Phrase-based Decoding

er geht ja nicht nach hause

are

it

he

Consider all possible 
options to start the 
translation

Figure from Koehn, 2009
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Phrase-based Decoding

er geht ja nicht nach hause

are

it

he
goes

does not

yes

go

to

home

home

Continue to expand states, visiting 
uncovered words. Generating 
outputs left to right.

Figure from Koehn, 2009
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Phrase-based Decoding

er geht ja nicht nach hause

are

it

he
goes

does not

yes

go

to

home

home

Read off translation from best 
complete derivation by back-
tracking

Figure from Koehn, 2009
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Representing translation state

• Need to record 
* chosen translation of phrase
* words already translated (bit-vector)
* last n-1 words in translation output e
* end position of the last phrase translated in f

• Together allows for the score computation to be 
factorised
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Complexity

• Full search is intractable
* word-based and phrase-based decoding is NP complete 

— arises from allowing arbitrary reordering

• A solution is to prune the search space
* Use beam search, a form of approximate search
* maintaining no more than k options (“hypotheses")
* pruning over translations that cover a given number of 

input words
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Phrase-based MT summary

• Start with sentence-aligned parallel text
1. learn word alignments
2. extract phrase-pairs from word alignments & 

normalise counts
3. learn a language model

• Now decode test sentences using beam-search 

• State-of-the-art until 2013 (see Moses toolkit)
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Neural Machine Translation

A type of recurrent (RNN) language model, where 
source sentence used as auxiliary input. Two 

components: encoder and decoder
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Neural Machine translation

• Phrase-based approach is rather complicated!

• Neural approach poses question:
* Can we instead learn a single model to directly translate 

from source to target?

• Using deep learning of neural networks
* learn robust representations of words and sentences
* attempts to generate words in the target given “deep” 

(vector or matrix of real values) representation of the 
source
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Encoder-decoder models

• So-called “sequence2sequence” models combine:
* encoder which represents the source sentence as a vector 

or matrix of real values
• akin to word2vec’s method for learning word vectors

* decoder which predicts the word sequence in the target
• framed as a language model
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x1

Recurrent Neural Networks (RNNs)

x2 x3startSTART

What is a vector representation of a sequence ?

x4

c

Slide credit: Duh, Dyer et al. 2015
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Aller Anfang

RNN Encoder-Decoders

ist schwer STOP

c

What is the probability of a sequence ?

Slide credit: Duh, Dyer et al. 2015
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Aller Anfang

RNN Encoder-Decoders

ist schwer

are

STOP

START

difficult STOPBeginnings

c

What is the probability of a sequence ?

Slide credit: Duh, Dyer et al. 2015
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Aller Anfang

RNN Attention Model

ist schwer STOP

What is the probability of a sequence ?

Slide credit: Duh, Dyer et al. 2015
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Aller Anfang

RNN Attention Model

ist schwer STOP

START

Beginnings

What is the probability of a sequence ?

Slide credit: Duh, Dyer et al. 2015
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Aller Anfang

RNN Attention Model

ist schwer

are

STOP

START

Beginnings

What is the probability of a sequence ?

Slide credit: Duh, Dyer et al. 2015
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Aller Anfang

RNN Attention Model

ist schwer

are

STOP

START

difficultBeginnings

What is the probability of a sequence ?

Slide credit: Duh, Dyer et al. 2015
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Aller Anfang

RNN Attention Model

ist schwer

are

STOP

START

difficult STOPBeginnings

What is the probability of a sequence ?

Slide credit: Duh, Dyer et al. 2015
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Attention

• Framed as a kind of similarity function between 
encoder state at word i and decoder state at word j
* learn function to take both states, and return scalar 

(simplest is to take the dot product)
* normalise numbers in a softmax for a given j (“attention”)
* use attention to reweight encoder states to define c

• Context “c” now dynamic, varies during decoding
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Applications of seq2seq

• Machine translation

• Summarisation (document as input)

• Speech recognition & speech synthesis

• Image captioning & image generation

• Spelling and word morphology

• Generating source code from text 

• …
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Evaluation

How do we know if it worked?
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Evaluation: did it work?

• Given input in Persian

• Google translate outputs the English

• Ask bilingual to judge? Ask to rate for two components
* fluency: follows grammar of English, and semantically coherent
* adequacy: contains the same information as the original source document
* or have them edit the sentence until is is adequate, and measure #changes, 

time spent etc (HTER)

 ,مسینویسرپما رنه ,هلاب صقر ,نویزیولت ,انمیس ویزاسلمیف تعنص شیادیپ زکرم و دهم نروبلم
 ردیزورما وکیسلاککیزوم مهم زکرم و ایلارتسا  رد لفاش نروبلم و گو وین لثم صقر فلتخمیاهکبس

 .تساروشک نیا

Melbourne cradle and center of origin of the film industry and cinema, 
television, ballet, art, impressionism, various dance styles such as New Vogue 
and the Melbourne Shuffle in Australia and an important center of classical and 
contemporary music in this country.
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Resuable evaluation

• What if we have one (or more) good translations 
already, e.g.

• We use this text to evaluate many different MT 
system outputs for the same input

Referred to as Australia's “cultural capital” it is the 
birthplace of Australian impressionism, Australian 
rules football, the Australian film and television 
industries, and Australian contemporary dance 
such as the Melbourne Shuffle. It is recognised as 
a UNESCO City of Literature and a major centre
for street art, music and theatre.
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Automatic evaluation

• How many words are the shared between output:

• And the reference:

Melbourne cradle and center of origin of the film industry and cinema, 
television, ballet, art, impressionism, various dance styles such as
New Vogue and the Melbourne Shuffle in Australia and an important 
center of classical and contemporary music in this country.

Referred to as Australia’s “cultural capital” it is the birthplace of Australian 
impressionism, Australian rules football, the Australian film and 
television industries, and Australian contemporary dance such as the
Melbourne Shuffle. It is recognised as a UNESCO City of Literature and a 
major centre for street art, music and theatre.
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MT Evaluation: BLEU

• BLEU measures closeness of translation to one or 
more references
* defined as:

a weighted average of 1 to 4-gram precisions
• pn = num n-grams correct / num n-grams predicted in output
• numerator clipped to #occurrences of ngram in the reference

* and a brevity penalty to hedge against short outputs
• bp = min ( 1, output length / reference length )

• Correlates reasonably well with human judgements 
of fluency & adequacy
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Summary

• Word vs phrase based MT
* Components of phrase-base approach
* Decoding algorithm

• Neural encoder-decoder

• Evaluation using BLEU

• Reading
* JM2 25.7 – 25.9
* E18 18.3 – 18.3.2 (Neural models)


